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 Earth System Modeling  (ESM) represents a significant portion of the 
computing done on Cray Systems worldwide:
 Dedicated operational and research centers.
 Multi-disciplinary research centers.
 From Teraflops to Petaflops.
 NOAA/ORNL system is the largest in the world dedicated to 

climate research.
 KMA will be one of the largest operational NWP systems in the 

world in early 2011.
 Cray Petascale systems have been key in:
 Enabling transformational science
 As development platforms for preparing climate and weather 

models for extreme scale capabilities.
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 Systems to be delivered to Oak Ridge National 
Laboratory (ORNL) for use by National Oceanic 
and Atmospheric Administration (NOAA) and 
ORNL for advanced climate modeling and 
research

 Multi-phase, multi-year contract.

 At each phase the system will be the largest in 
the world dedicated to climate modeling.

 First phase installed and in production.

 Final phase system in 2011 will exceed 1 
Petaflop.
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 >$40M five year contract for fully integrated capabilities:

 Dual operational systems with failover capability
 Multi-tier, multi-Petabyte global, centralized storage
 Data management (Backup, archive, virtual tape 

library)
 Pre/post and login servers
 LAN and WAN networking
 Control centre

 Two phase delivery with final system of 754 Tflops
operational by early 2011.

 Installation in newly constructed KMA National 
Meteorological Supercomputer Center in Oh-Chang.

 Key capability in KMA’s transition to new operational 
Unified  Model based NWP and climate suite.

 Continuation of the KMA-Cray Earth System Research 
Center.

UM NWP operational system

KMA NMSC

3rd SC Facility
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Phase 1 Cray XT5 Cray Supplied Control Room
Phase 2 Cray XE6 Systems
(one system in each hall)
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 National Institute for Space Research 
(INPE) Center for Weather Forecasts 
and Climate Studies (CPTEC) is the 
national weather service of Brazil.

 Mission to provide Brazil with studies on 
climate change and state-of-the-art 
weather, seasonal climate and 
environmental forecasts.

 Cray XT6 with a peak performance of 
~250 TF.

 Installation is ongoing.

Courtesy: INPE/CPTEC
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 FMI
 Two identical Cray XT5m systems (total 4 cabinets)
 One for operational NWP
 One for research
 Installed in Sept 2009
 Peak Performance ~34 TFLOPS

 NCAR
 XT5m system installed in April 2010.
 Testing of Cray technologies within NCAR 

environment.
 Development platform for NCAR community who 

use NERSC, ORNL and NSF Cray XT systems.
 Usage for special projects such as high resolution 

regional climate modeling.
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 >$60M contract signed on 26 October 2010.

 Multi-year, multi-phase contract .

 Includes the delivery of a Cray XE6 and the future delivery of Cray’s next-
generation “Cascade”.

 Scientific users from all disciplines.

 Large focus on engineering with industrial users from Automotive and 
Aerospace industry (Porsche, Daimler, …)
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 Petascale capabilities begin 
to offer the ability to 
provide actionable insights 
to facilitate reliable 
decision-making for 
regional, national and 
global priorities.

 Example: International 
accords will require the 
need to accurately 
estimate greenhouse gas 
emissions and monitor 
their changes over time. Image Courtesy of Jamison Daniel, ORNL

Fully coupled biogeochemistry-physical climate 
simulation on Jaguar: David Erickson (ORNL) 
and Steven Pawson (NASA / GMAO / GSFC)
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 The World Modeling Summit (WMS) in May 2008 called for a revolution in climate 
modeling to more rapidly advance improvement in climate model resolution, accuracy and 
reliability.

 The WMS recommended petascale supercomputers dedicated to climate modeling to 
provide:

 Sufficient computational capability

 Controlled environment to support long runs

 Management and analysis of very large (petabyte) data sets.

 The NSF recognized the importance of the problem and offered to dedicate the NICS XT4 
“Athena” system over a six-month period in 2009-2010 as a resource to meet the 
challenge. 

 An international collaboration was formed among groups in the U.S., Japan and the U.K….

“Routine” 
atmospheric 

resolution

Desired 
“routine” 

atmospheric 
resolution
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 David Randall (Colorado State University) global cloud resolving model 
development using a geodesic grid.

 Development work is being done primarily on the NERSC Cray XT4.

 The model scaled to 80,000 processors on ORNL Jaguar Cray XT5 at 
resolution of 0.977km.

Scaling of 3D-multigrid on Jaguar XT5 (20 V-cycles, 128 layers)
Courtesy: Ross Heikes, CSU
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 A collection of interrelated science and technology challenges.
 ESMs have become extremely complex multi-scale, multi-physics 

applications:
 Each with 100’s of person-years of scientific and software 

engineering investment.
 Concern that a disruptive shift in hardware technology in the 

next 5–10 years that could require a complete change in the 
approach to data analysis, programmability, and interactive 
computing.

 Petascale is not routine yet for many models.
 There also remains a large number of models and application 

areas that have not yet reached even the Terascale level.
 Those that can scale have benefited from a focused, iterative 

multi-year algorithmic optimization effort:
 Optimization strategies do not remain stagnant and must take 

advantage of evolving hardware and software technologies.
 Ongoing access to scalable, leadership class systems and support 

is essential.
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 Persistent tension between programmability, portability, 
performance, resiliency and the unknown.

 Challenges include:
 Concern over long-term viability of current programming models

(ie: MPI+Fortran) and implementation of new ones currently 
undetermined.

 Fault tolerance and resiliency strategies:
 Both to survive runtime errors and to reduce likelihood of 

undetectable errors that could compromise the value of large 
data sets.

 Greater emphasis on resource conscious programming.
 Applicability of accelerator technologies (eg: GPUs).

 A potential disruptive technology.
 Programming challenges with a potential to disrupt science 

progress.
 Needs and objectives of operational centers and research 

centers can differ greatly.
 Overall data management and better leverage of tens of $B 

investment in creating observations and model data sets.

Nov 2010 Slide 2114th ECMWF Workshop on the use of HPC in Meteorology





… Realizing our Adaptive Supercomputing Vision

Cray XT5
Cray XT6

Cray 

XT5m

“Baker+”

Cray 

XT6m

Cray

CX1/LC

“Cascade”

“Cascade-m”

Cray 

CX1-iWS

Cray XE6

“Baker-m”
“Baker+-m”

Support for Intel 
Processors

New “Aries”
Interconnect
• New topology
• Major network 
performance increase

Enhanced  GPU 
Computing

New AMD Socket G34 
compute blade

New “Gemini” 
Interconnect
• Major improvement in 
message throughput and 
latency
• Global Address Space support

Initial support for GPU 
Computing
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Scalable 
Performance

Gemini Interconnect 

for Multicore era

CLE3.x with ESM

Sustained Petaflops

1M+ cores

Improved Msg. 

Latency

Production 
Efficiency

ECOphlex Cooling

Network Resiliency

Warm Swap Blades

NodeKARE

Can Upgrade XT5/6

Adaptive 
Supercomputing

CLE3.x with CCM

X86/Linux Env.

Mature Software 

Ecosystem

Multiple File Systems
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• No compromise scalability

• Low-Noise Kernel for scalability

• Native Comm. & Optimized MPI

• Application-specific performance 
tuning and scaling

ESM – Extreme Scalability Mode

• No compromise compatibility

• Fully standard x86/Linux

• Standardized Communication Layer

• Out-of-the-box ISV Installation

• ISV applications simply install and run

CCM –Cluster Compatibility Mode

CLE3 run mode is set by the user on a job-by-job basis to provide full flexibility
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CrayPAT
Cray Apprentice

Iterative Refinement Toolkit
Cray PETSc, CASK

DVS
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 The Cray XE6 provides a rich 
scheduling environment that is 
designed to support and 
maximize the specific features 
of the architecture.

 Fundamental scheduling 
strategy is to avoid the 
possibility of system thrashing 
and process level intervention, 
providing:

 Increased predictability in 
the scheduling model

 Reliable and repeatable 
runtimes

 Maximum system 
efficiency

Cray-Altair Whitepaper:  “Operational Numerical 
Weather Prediction Job Scheduling at the Petascale”
http://www.cray.com/Products/XE/Resources.aspx
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 MPI Support
 Millions of independent messages/sec/NIC

 BTE for large messages

 FMA stores for small messages

 One-sided MPI

 Advanced Synchronization and Communication 
Features
 Globally addressable memory

 Atomic memory operations

 Pipelined global loads and stores

 Efficient support for UPC, CAF, and Global Arrays

 Embedded high-performance router
 Adaptive routing

 Scales to over 100,000 endpoints

 Advanced resiliency features
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 Forecast Hours per compute Hours
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 Cray’s MPP technologies are playing a key role in 
supporting the weather and climate communities:

 Enabling unprecedented simulations.

 Supporting the development of next generation 
modeling capabilities.

 Extreme scale computing will require the 
successful solution to a collection of interrelated 
science and technology challenges.

 Cray’s research and development efforts are a 
multi-pronged approach to address the range of 
necessary technologies for HPC from current 
Petascale to emerging Exascale:

 Performance and Scalability

 System software and resiliency

 Programming environments

 Alternative processing types

 Facilities and total cost of ownership
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Thank you for your 
attention.


