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Agenda
•

• What Technology Trends Mean to Applications

• Critical Issues for getting beyond a PF

• Overview of the Roadrunner Project

• Overview of IBM HPC Roadmap

• Application Structure Research Questions
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Introduction

Petascale Computing is enabling new 
applications that would have been 
unimaginable just a few short years ago.

It is likely to do to science and business what 
the Internet did for information retrieval.
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Technologically - What’s Changing?
The Rate of Frequency Improvement is Slowing!

Moore’s Law (Frequency improvement) is a simplistic subset of Scaling
Circuit Density will continue to increase

BUT…

Rate of Frequency Improvement is slowing
Leakage/Standby Power is increasing

How do we adjust to the change in the rate of Frequency Improvement?
How do we deal with the Power and Power Density issues?
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Technology Trends and Challenges

There are 3 major challenges on the road to and beyond 
Petascale computing:

Supplying and paying for the power required to run
the machines which can be equivalent to a small town!

Reliability, Availability, and Serviceability because
of the law of large numbers and Soft Errors

Finding efficient ways to program machines that will  
support MILLIONS of simultaneous processes!



© 2008 IBM Corporation

IBM HPC Directions

Technology Trends and Challenges
Utility Power and Cooling

2000 – Raw processing Raw processing 
““horsepowerhorsepower”” is the primary is the primary 
goal, while the goal, while the 
infrastructure to support it infrastructure to support it 
is assumed readyis assumed ready

2006 –– Raw processing Raw processing 
““horsepowerhorsepower”” is a given, is a given, 
but the infrastructure to but the infrastructure to 
support deployment is a support deployment is a 
limiting factorlimiting factor

SOURCE: IDC, ‘The Impact of Power and Cooling on Data Center 
Infrastructure,’ Document #201722, May 2006"
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The Green Catalyst; Worldwide IT spending trend
Power and cooling spending will exceed new server spending
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Heterogeneous Cores 
Can Reduce Energy Consumption

(And Reduce the Total number of Cores Needed?)

• Can require Application work to utilize the mixed cores

• Languages, Tools and Libraries can minimize the 
impact of  complexity
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Design for Availability and Serviceability

• HW Failures will happen

• Machines need to be designed to keep them from effecting
user applications as much as possible

• Repairing failures quickly and easily is critical

• Application Impact:
• With enough circuits error rates will not be ‘zero’
• Need algorithms that are fault tolerant

• Compute more than once – or more than one way?
• Internal Consistency checking?
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Technology Trends and Challenges
Programmer Productivity

Ideal

Actual

Key Problem: Frequency Improvements Do Not Match App Needs

Increasing Burden On The Application Design

Objective: Provide Tools to allow Scientists to Bridge the Gap
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ROADRUNNER



Operated by Los Alamos National Security, LLC for NNSA

U N C L A S S I F I E D

Andy White

Los Alamos

Don Grice

IBM

Roadrunner: Science, Cell and a 
Petaflop/s

International Supercomputing Conference

Special Roadrunner Session, 6-18-2008
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The partnership between Los Alamos and IBM made 
Roadrunner possible.

Los Alamos began working with IBM in 2002 on the possibilities of the 
Cell processor

Roadrunner was selected via a competitive procurement (2006) for a 
petascale supercomputer

Over the last year we have proven that Roadrunner has great potential.

Beginning May 23, we have begun realize that potential.
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Roadrunner first achieved a petaflop/s at 3:30 am, 
Monday, May 26.

N = 2,236,927N = 2,236,927 Calculation: 2 hoursCalculation: 2 hours

Performance:
1.026 petaflop/s
Performance:
1.026 petaflop/s
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Achieving a petaflop/s in less than 3 days demonstrates 
the stability of the Roadrunner system.

Full system available
• 8:30 am, Friday, May 23

Full system job launch tests begin
• 3:00 pm, Friday, May 23

First full system LINPACK launch
• 8:30 pm, Friday, May 23
• Node failure after running an hour

Successful LINPACK runs
• 5:45 pm, Saturday, May 24 (879 TF/s)
• 2:45 pm, Sunday, May 25 (945 TF/s)
• 1:10 am, Monday, May 26 (997 TF/s)
• 3:30 am, Monday, May 26 (Petaflop/s)

GREEN 500 from February, 2008
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Roadrunner is also very energy 
efficient, 437 MF/s per watt. 
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Code Description
VPIC

(8.5K lines)
Fully-relativistic, charge-
conserving, 3D explicit particle-
in-cell code.

Scalable Parallel Short-range 
Molecular Dynamics code, orig. 
developed for the CM-5.

Parallel, multi-dimensional, 
object-oriented code for thermal 
x-ray transport via Implicit Monte 
Carlo on a variety of meshes.

SPaSM
(34K lines)

Milagro
(110K lines)

Sweep3D
(2.5K lines)

Simplified 1-group 3D Cartesian 
discrete ordinates (Sn) kernel 
representative of the PARTISN 
neutron transport code.

We have focused on important application codes.

Cell algorithm design & 
implementation

Cell algorithm design & 
implementation

Hybrid algorithm design & 
implementation

Hybrid algorithm design & 
implementation

Parallel hybrid algorithm 
design & implementation
Parallel hybrid algorithm 
design & implementation

cluster

node

Cell



NASA Study: Cell Processor Shows Promise for Climate Modeling
Solar Radiation Component of GEOS-5
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Roadrunner at a glance
Cluster of 17 Connected Units
• 12,240 IBM PowerXCell 8i accelerators
• 6,120 AMD dual-core Opterons (comp)
• 408 AMD dual-core Opterons (I/O)
• 34 AMD dual-core Opterons (man)
• 1.332 Petaflop/s peak (PowerXCell)
• 44 Teraflop/s peak (Opteron-comp)
• 1.026 Petaflop/s sustained Linpack

InfiniBand 4x DDR fabric
• 2-stage fat-tree; all-optical cables
• Full CU bi-section bi-directional BW

— 384 GB/s (CU)
— 3.3 TB/s (system)

• Non-disruptive expansion to 24 CUs

98 TB aggregate memory
• 49 TB Opteron
• 49 TB Cell

408 GB/s peak File System I/O:
• 204x2  10G Ethernets to Panasas 

RHEL & Fedora Linux

SDK for Multicore Acceleration

xCAT Cluster Management
• System-wide GigEnet network

2.35 MW Power (Linpack):
• 437 Megaflop/s per Watt 

Other:
• 278 racks
• 5200 ft2

• 500,000 lbs.
• 55 miles of IB cables

TRIBLADE
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A Roadrunner Triblade node integrates Cell and 
Opteron blades

QS22 is the newly announced IBM Cell 
blade containing two new enhanced 
double-precision (eDP/PowerXCell™) Cell 
chips
Expansion blade connects two QS22 via 
four PCI-e x8 links to LS21 & provides the 
node’s ConnectX IB 4X DDR cluster 
attachment
LS21 is an IBM dual-socket Opteron blade
4-wide IBM BladeCenter packaging
Roadrunner Triblades are completely 
diskless and run from RAM disks with NFS 
& Panasas only to the LS21
Node design points:
• One Cell chip per Opteron core
• ~400 GF/s double-precision &

~800 GF/s single-precision
• 16 GB Cell memory &

16 GB Opteron memory

Cell eDP Cell eDP

HT2100

HT2100

Cell eDP

PCI
QS22

2xPCI-E x16
(Unused)

PCI-E x8PCI-E x8

HT x16AMD
Dual Core

HT x16

LS21

Std PCI-E
Connector

HSDC
Connector
(unused)

IB
4x

DDR PCI-E x8

PCI-E x8
HT x16

HT x16

HT x16

QS22

2x PCI-E x8
I/O Hub I/O Hub

I/O Hub I/O Hub

2 x HT x16  
Exp. 

Connector

2 x HT x16  
Exp. 

Connector

Dual PCI-E x8 flex-cable

2xPCI-E x16
(Unused)

2x PCI-E x8

AMD
Dual Core

Cell eDP

Dual PCI-E x8 flex-cable

Expansion
blade
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17 Connected Units – 278 Racks

Misc

ALF
DaCS

.

Other

/

Library

SDK 3.1 Linux

New HardwareNew Hardware

Systems 
Integration
Systems 

Integration

Bring Up, Test and BenchmarkingBring Up, Test and Benchmarking

TriBlade

LS21 Expansion
LS21

Q
S22

Q
S22

Firmware 
Device Driver

New SoftwareNew Software Open SourceOpen Source

A New Programming Model extended from 
standard, cluster computing
Hybrid and Heterogeneous HW
Built around BladeCenter and Industry IB-DDR

Roadrunner Overview – Building Blocks

Los Alamos
National Laboratory

Los Alamos
National Laboratory
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Next stop, exaflop?

www.lanl.gov/roadrunner

www.lanl.gov/news

www-03.ibm.com/press/us/en/pressrelease/24405.wss

www.ibm.com/deepcomputing

http://www.lanl.gov/roadrunner
http://www.lanl.gov/news
http://www.ibm.com/deepcomputing
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IBM Ultra Scale Approaches
•

• Blue Gene – Maximize Flops Per Watt
with Homogeneous Cores
by reducing Single Thread Performance

• Power/PERCS – Maximize Single Thread Performance
with Homogeneous Cores

• Roadrunner – Use Heterogeneous Cores and
an Accelerator Software Model
to Maximize Flops Per Watt
and keep High Single Thread Performance
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Capability
Machines

Extended ConfigurabilityBG/P

Linux Clusters  Power, x86-64, 
Less Demanding Communication

BG/Q

Power, AIX/ Linux

PF

ExaF

2011 2018-19

PERCS
Systems

HPC Cluster Directions

ExaScale

Accelerators

Accelerators

Accelerators

Accelerators
Capacity 
Clusters

Roadrunner

Targeted Configurability
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Roadrunner anticipates the future of supercomputing.

Message PassingMessage Passing

Not Message Passing
Hybrid & many core technologies 

will require new approaches:
DaCS/ALF, libSPE,
OpenMP, PGAS, …

Not Message Passing
Hybrid & many core technologies 

will require new approaches:
DaCS/ALF, libSPE,
OpenMP, PGAS, …

cluster

node

socket
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Logical Single 

Address Space

Logical Multiple

Address Spaces

Shmem
GSM MPI

PGAS

CAF /X10/ UPC

Multiple Machine Address Spaces

BG

Open MP, SM-MPI

HW Cache

Power/PERC

Open MP, SM-MPI

HW Cache

Roadrunner

Open MP, OpenCL

Software Cache

Cluster   Level

Node    Level

Logical    View  

Homogeneous Cores Heterogeneous
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Things to Think About
Algorithm Changes for New System Limits?

•

• Computing will be ‘free’ but Pin BW will be expensive
• Memory BW
• Communication BW

• Need to restructure algorithms around the new limits

• Roadrunner Linpack used Redundant computing 
to reduce Communication BW

• DGEMM was restructured to minimize Memory BW

• Do we need a new FFT?
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THANK YOU
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