WNANYJOWIW 1VDINHDAL

l am
A 4

286

Targeting observations using
singular vectors

R. Buizza and A. Montani

Research Department

August 1999

This paper has not been published and should be regarded as an Internal Report from ECMWF.
Permission to quote from it should be obtained from the ECMWF.

European Centre for Medium-Range Weather Forecasts
Europdisches Zentrum fur mittelfristige Wettervorhersage
Centre européen pour les prévisions météorologiques a moyen
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ABSTRACT

Singular vectors with maximum energy at final time inside a verification area are used to identify the target area where extra observation
should be taken, at initial time, to reduce the forecast error inside the verification area itself. This technique is applied to five cases of
cyclone developments in the Atlantic ocean, with cyclones reaching the British Isles at final time. Three verification areas centred around
this region are considered.

First, the sensitivity of the target area to the choice of the forecast trajectory along which the singular vectors are evolved, to the choice
of the verification area where singular vector energy is maximized, and to the number of singular vectors used to define the target area
are investigated. Results show little sensitivity to the choice of the verification area, but high sensitivity to the choice of the trajectory.
Regarding the number of singular vectors used, results based on the first 4 or the first 10 singular vectors are shown to be very similar.

Second, the potential forecast error reduction which could be achieved by taking extra observations inside the target area is estimated by
contrasting the error of a forecast started from the unperturbed anaiysis wiin the error of a forecast started by subtracting so-called pseudo-
inverse perturbations (estimated using the leading singular vectors) to the unperturbed analysis. Results indicate that root-mean-square
errors in the verification region could be reduced by up to 13% by adding targeted observations.

Overall, results suggest that linear models can be used to define the target area where adaptive observations should be taken.

1. INTRODUCTION

The dominant singular vectors of the integral linear propagator for a non-linear dynamical system provide
information about maximum perturbation growth (measured by a given norm) during finite time intervals, and
can be used to estimate the evolution of initial errors during the course of a forecast (Lacarra and Talagrand,
1988; Farrell, 1990; Borges and Hartmann, 1992). Singular vector are currently used at the European Centre
for Medium-Range Weather Forecast (ECMWF) in the construction of the initial perturbations of the Ensemble
Prediction System (Buizza and Palmer, 1995; Molteni et al, 1996).

Consider a meteorological system evolving between time ¢, and ¢, localized at final time ¢ inside a geographical
area X (hereafter verification area). Suppose that extra observations could be taken inside a geographical area
Z at initial time #, (hereafter target area), with the purpose of improving the time ¢ forecast inside 2, .

This work aims to achieve two goals. First, it wants to prove that few singular vectors optimized to maximize
growth inside the verification region 2 can be used to define the target area . The rational for the use of the
singular vectors is that the most important source of forecast error is related to analysis error components
projecting onto growing phase space directions, and that the singular vectors project onto these directions. This
follows experiments that demonstrated that forecast error can be reduced by perturbing the initial conditions using
perturbations generated using singular vectors (Buizza et al, 1997). Second, it wants to estimate the potential
forecast error reduction that could be achieved by takmg adaptive observations in the target area ~. This second
goal is achieved by comparing forecasts starting from the analysis with forecasts started from the analysis
perturbed using so-called pseudo-inverse initial perturbations generated using the leading singular vectors.

Following the results described in this work, which were briefly documented in Montani et al (1996), ECMWF
singular vectors have been used in real time application for targeting observations during FASTEX, the Fronts
and Atlantic Storm Track Experiment (Joly et al, 1994, 1996; Thorpe and Shapiro, 1995; Snyder, 1996). Other
strategies were used during FASTEX to target adaptive observations. Langland and Rohaly (1996), following
the work of Rabier et al (1996) on sensitivity vectors, used the lower tropospheric vorticity of the forecast state
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as cost function, and proposed that observations should be targeted in the region where the sensitivity field is

maximum. This proposal is closely related to the singular vector techanique proposed in this paper, being both

adjoint-based methods (on this aspect see also Gelaro et al, 1998). Note that a similar technique, based on the
- use of a quasi-inverse linear model, was also proposed by Pu et al (1997, 1998).

Bishop and Toth (1996, 1998) introduced the Ensemble Transform technique, in which linear combinations of
ensemble perturbations are used to estimate the prediction error variance associated with different possible
deployments of observational resources. The deployment of observational resources which minimizes the
Ensemble Transform estimate of prediction error variance is deemed optimal. This technique was applied during
FASTEX to the National Centre for Environmental Prediction (Toth and Kalnay, 1993, 1996), the Canadian
(Houtekamer et al, 1996) and the ECMWF ensemble systems. '

A more subjective strategy was also used during FASTEX to target observations. Following Hoskins et al (1985)
and Appenzeller et al (1996), this strategy was based on the use of potential vorticity to analyse atmospheric
developments.

This paper concentrates only on the singular vector technique, and addresses a number of sensitivity issues related
to the proposed technique (the reader is referred to Palmer et al, 1998, for a brief discussion on the similarities
and differences among the strategies). Five cases of cyclone developments in the Atlantic ocean during January,
February and March 1996 are discussed. The sensitivity of the proposed technique to the definition of the
trajectory along which singular vectors are evolved, to the choice of the verification area, or to the number of
singular vectors used to define the target area are investigated. Two issues of great interest for the planning of
real time targeting experiments, the accuracy of the linear approximation (onto which adjoint methods are based)
and the potential forecast error reduction that real time targeting could achieve, are also discussed in this work.

The methodology of targeting observations using singular vectors is presented in section 2, and the experimental
set-up is described in section 3. The synoptic description of the five case studies is reported in section 4. Issues
related to the proposed technique and sensitivity analyses are discussed in section 5. The problem of estimating
the possible forecast error reduction is investigated in sectlon 6. Further sensitivity results are dlscussed in section
1. Conclusrons are drawn in section 8. ‘

2. METHODOLOGY

The reader is referred to Buizza and Palmer (1995) fora thorough descnptron of the singular vector approach to
atmospheric predlctablhty '

2.1 Targeted singular vectors

Let x be the state vector of the atmosphere, whose evolution equations can be written in a symbolic way as

ox ‘ : : —
= 1
e = A(x) A - o 1)
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Denote by x(z) a non-linear integration of Eq. (1). The time evolution of small perturbations dx around the time
evolving trajectory x(t) can be described, in a first approximation, by the linearized model equations

dox
¥= A, ox s 2)

where A, =0dA(x)/dx|,, is the tangent operator computed at the trajectory point x(1).

Let L(1,2,)+L’(1,z) be the integral forward propagator of the dynamical equations (2) linearized about a non-linear
trajectory x(t) ‘ ‘
()= (L(tt, )+ L'(tt,)) 8x(t,) 3)

that maps a perturbation dx at initial time t, to optimisation time ¢, where L(z,z,) represents the components of the
tangent forward propagator which, at the time of this work, were included in the linear version (these include the
adizbatic processes, horizontal diffusion, vertical diffusion and surface drag, Buizza, 1994a), and L’(1t)
represents the components of the tangent propagator which were not included in the linear version (these include,
for example, the linearized versions of radiation, convection, gravity wave drag).

Consider two perturbations dx and dy and a positive definite Hermitian matrix E, and define an inner product
(..;..), on the tangent phase space, o '

( &x;0y ), =<dx; E dy>, , %)

where <..;..> identifies the canonical Euclidean scalar product. Denote by |..|. the norm associated with the
inner product (..;..) .

Let L™ be the adjoint of the linear version L with respect to the inner product (..,..),,
(L%8x;8y )p=(8x; L8y ). ©)
The squared norm of a perturbation dx at time ¢ is given by
2 *
|8x(@)] = ( 8x(2y ); L® L&x(t,) ). (6)
The phase space directions dx for which [x(t)], / [6x(t,)], is maximum are the eigenvectors v(z,),
LELv,(t, )=0lv,(1,), 0
with largest eigenvalues g, |

The square roots of the eigenvalues, o, are called the singular values and the eigenvectors v () the (right)
singular vectors of L with respect to the inner product E (see, e.g., Noble and Daniel, 1977). The singular
vectors with largest singular values identify the directions characterized by maximum growth. The time interval
t-t, is called optimisation time interval.
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Denote by dx (1) the grid point representation of the state vector dx(z), by S the spectral-to-grid point
transformation operator, 6x =Sdx, and by Gox, the multiplication of the vector dx, by the grid point function g(s):

gs)=1if se 3,

g(s)=0if sey,’ ®

where s defines the coordinate of a grid point, and X, is the verification area.

The application of the local projection operator T'=5"GS to the vector dx(t) sets the vector x(z) to have zero grid
point values outside the geographical region 2 (Buizza, 1994b). The local projection operator T can be used to
compute singular vectors with maximum final time norm inside the verification area 2, by searching for the

eigenvectors of the operator

K=E'"*LETLE™?. 9)

2.2 Target area definition

The initial time structure of the Singular vectors with largest E-norm inside the verification region Z, can be used
to identify the target area %,. Since the singular vectors have been constructed to maximize the ratio of the E-
norm at final and initial time, it is proposed to use the E-norm of the singular vectors at initial time to identify
pX

0

Consider the first M singular vectors at initial time v(t)) with unit E-norm, and denote by jf(l, o,p) the value of
the E-norm of the i-th singular vector at the grid point (4,¢,p), where A denotes longitude, ¢ denotes latitude and
p a vertical coordinate (in case of E being total energy, e.g., ff(l, p,p) would be the sum of the grid point value
of the kinetic and potential energy). Denote by F,‘(1,¢,p) the weighted sum

F,';;(x,qn,p)szi‘:,(%)ff(x,q»p), (10)
1

and denote by s, the location where the function F, ME 1S maximum,

FE(so)2F5 (). 1)

The target area 2 is defined by the grid points where the function F, is larger than a certain value, specifically

0.5 times its maximum,

sey, if FE(s)205FE(s,). o (12)

Note that, in Eq. (12), the weights (o, /o,) have been introduced to consider that singular vectors with different
ranking order grow with different amplification factors, the first one growing fastest. In fact, given two
pei'turbations with the same norm and, for exarhple, parallel in phase space to singular vectors number 1 and 4,
the perturbation located in the region where the first singular vector is localized grows more than that localized
in the region where the singular vector number 4 is localized. If these perturbations identify analysis errors, then
the first one will deteriorate the forecast accuracy more than the second one. Thus, since it is more important to
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reduce the analysis error in the first rather than in the second region, more weight should be given to the first
rather than the second region.

2.3 Forecast error projection onto singular vectors

Following Buizza et al (1997), denote by u(t) a set of normalized vectors constructed using the final time singular
vectors,

u, w® (13)

Gi

denote by V=[v(t), .., v,(t,)] the NxM matrix with columns v(t), by U=[u, ., u,] the NxM matrix with columns
u, and by D the MxM diagonal matiix with elements o,. Equation (13) can be written as

UD=LV. ' (14)

From Eq. (14), it follows that the tangent forward propagator L in the unstable sub-space is given by

L=UDV'. (15)

Consider a vector de(t) representing the error of the time ¢ forecast c() ("control" forecast) started from the
unperturbed analysis a(z,), i.e. de(t)=c(t)-a(t). The projection of Je(t) onto the unstable sub-space spanned by the
vectors u(t) is given by ' ‘

8E()= Y, i (u;3Be(t)y - (16)

To calculate the initial time vector 3¢ (¢,) which evolves to 3€(¢), from Eq. (15), it follows that an estimate of

the inverse of the tangent forward propagator is given by

' =vDpU', a7

and thus

8€(t,)=L" Se(t)y=VD'U" Se(t). (18)
Equation (18) is the analogue, in the unstable sub-space, of inverting the forward propagator L to obtain the initial
state. The vector € (¢, ), which can be considered an estimate of the growing component of the analysis error,

is called pseudo-inverse initial perturbation (Buizza et al, 1997, Gelaro et al, 1998). As indicated by Eq. (18),
the pseudo-inverse initial perturbation is a linear combination of the singular vectors at initial time, with
coefficients computed by projecting the forecast error onto the evolved singular vectors.

2.4 Potential forecast error reduction

Extra observations taken in the target area X, are used to define the increment da, to be added to the unperturbed
analysis af(t,) to reduce the forecast error. If the time evolution of the increment da, can be described to a good

degree by the estimated linear propagator L , then Eq. (18) Says that a good estimate of da, is given by - 8¢ (t,) .

In other words, considering two non-linear integrations, one started from the analysis a(,) and one started from
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the perturbed analysis a(t, ) - &€ (t, ), the difference between the error of the two forecasts measures the capability

of the first M targeted singular vectors to capture the growing features of analysis error. Moreover, this difference
can be used to estimate the possible forecast error reduction which could be achieved by adding extra observation
in the target area 2. A similar approach was used by Bishop and Toth (1996).

3. EXPERIMENTAL SET-UP

Singular vectors depend on resolution, on the optimisation time interval, on the verification area 2, on the norm
E, and on the forecast trajectory along which the model is linearized. Furthermore, the target area 2, defined in

Eq. (12) and the pseudo-inverse initial perturbation 6¢ (¢, ) computed in Eq. (18) depend also on the number of

singular vectors used to compute the grid point function F ME and to estimate the inverse of the tangent forward
propagator. Experiments have been set-up as follows.

3.1 Singular vector definition

Singular vector have been computed at spectral triangular truncation T63 and with 19 vertical levels (T63L19).

A T63L19 is used instead of the operational T421.31 to have finer resolution for a more accurate targeting. The
reader is referred to Buizza (1998) for sensitivity studies on the impact of horizontal resolution on singular
vectors. Concerning vertical resolution, experiments have indicated that there are little differences between using
19 or 31 vertical levels (not shown).

A 48-hour optimisation time interval has been used throughout this paper. A longer forecast time has not been
used because results suggested that, for perturbations defined by singular vectors and characterized by an initial
amplitude comparable to analysis error estimates, the time evolution can be linearly approximated only up to 48
hours.

Palmer et al (1998) showed that singular vectors depend strongly on the norm definition. Since the purpose of
targeting observations is to reduce the forecast error, the best choice for a metric would be one based on the
second moment of the analysis error probability distribution. An estimate of such a metric is possible from
variational data assimilation schemes (Courtier et al, 1993), and the work of Barkmeijer et al (1998) have proved
that, using a low resolution T21L5 primitive equation model, singular vectors can be computed using such a
metric (the reader is referred to Palmer et al (1998) and Barkmeijer et al (1998) for more discussion on these
~ issues.) One of the conclusions of Palmer et al (1998) was that total energy is a reasonable first-order estimate
of such a metric (this conclusion supported earlier results by Molteni et al, 1996). Following this conclusion, and
since singular vector computation at T63L19 resolution using a metric based on the second moment of the
analysis error probability distribution requires too large computer resources, the total energy norm has been used
both at initial and final time. | |

Upto 10 Singular vectors have been computed (computer resources availability did not allow the computation
of more than 10 singular vectors at T63L19 resolution). Results obtained using only the leading singular vector,
the first 4 singular vectors, or all the first 10 singular vectors will be compared. '
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Since this work focuses on the analysis of cyclonic developments in the Atlantic ocean arriving at verification
time close to the British Isles, only verification areas centred around this region have been considered. More
specifically, for each case study three different verification areas have been used, two fixed and a case-dependent
one, centred at the location (inside the British Isles region) where the analyzed vorticity at 850 hPa had a
maximum value. The fact that the case-dependent verification areas have been defined using information from
the analysis field should be stressed. Table 1 lists, for each case study, the coordinates of the three areas. Note
that areas A and B have a 20°x20° degree size, while area C has a 40°x40° degree size.

3.2 Trajectory definition

Suppose that extra observations are to be made at 12GMT of 10 March 1996 to improve the 48-hour forecast.
Suppose that observations are going to be taken by drop-sondes released by an aircraft, and that the flight crew
needs to be alerted at least 9 hours in advance (i.e. at 3GMT of 10 March), so to have time to prepare the flight
plan, to fly into the target area and to release the sondes exactly at the target time (personal experience during
field experiments has indicated that at least 9 hours are needed, Craig Bishop, personal communication, 1998).

At ECMWE, the 24-hour forecast started at 12GMT of 9 March would be available at about 2GMT of 10 March,
and the 48-hour forecast started at 12GMT of 8 March would be available at about 2GMT of the day before (by
contrast, the analysis for 122GMT of 10 March would be available only at about 22GMT of 10 March). Thus, by
using the 24-hour forecast started at 12GMT of 9 March to define the initial conditions for our 48-hour singular
vector computation (to give the reader a reference value, in the current configuration less than 1 hour is required
to compute about 10 singular vectors at T63L19 resolution; note this time can be easily reduced by using more
computing processors) at about 3GMT of 10 March all the necessary information could be passed to the flight
crew.

This example illustrates the reason why it is of interest to investigate the impact on the singuiar vectors of usiﬁg
different trajectories. Singular vectors have been computed following three different trajectories, one starting
from the analysis of the day, one from the 24-hour forecast of the day before, and one starting from the 48-hour
forecast of two days before (Table 2). k

3.3 Naming convention

For each case study, singular vectors have been named according to the verification area and to the trajectory
forecast time used to define the initial conditions for the singular vector computation; using letters A, B and C
to identify the area and using numbers 0, 1 and 2 to identify whether the analysis, the 1-day or the 2-day forecasts
were used. Thus, O-type singular vectors are singular vectors computed following a trajectory started from the
analysis, and A-type singular vectors are singular vectors computed with the A verification area. As an example,
C2 singular vectors have been computed to have maximum final time norm in the verification area C following
the trajectory started from the 48-hour forecast started two days before the target time.

3.4 Non-linear integrations

Non-linear integrations have been performed at the same resolution of singular vector computation (T63L.19),
and with the same version of the ECMWF model (cycle 18r3).
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4. SYNOPTIC DESCRIPTION

A brief synoptic description of the five case studies is reported. All cases focus on system developments
occurring during a 48-hour time period starting at 12Z. These five winter cases were chosen because they are
characterized by cyclone developments in the Atlantic, and because the 48-hour forecast error was larger than
average.

4.1 The 2 January 1996 case study
On 2 January, a low with three surface centres (965-970 mb) extends between 80°W and 20°W, at about 50°N.

The system is characterized by a westward tilt with height. After 24 hours, a large depression dominates the
Atlantic. On 4 January (Fig. 1a), the main circulation is dominated by a deep low located at about 35°W, 55°N.
At the surface, a small scale depression (995 mb) is located just south-west of Cornwall, east of a secondary low
positioned at 20°W, 50°N (Fig. 1b).

4.2 The 6 January 1996 case study

On 6 January, a small surface low (990 mb) is located at 50°W, 42°N, while the East Atlantic is dominated by
a large scale depression with a double low pressure centre. The system has vertical structure, but not much tilt
with height. After 24 hours the surface low pressure has deepened (965 mb), is located at 32°W, 46°N, and has
started interacting with the other systems. This evolution can be defined as a case of explosive cyclogenesis,
since the surface low deepened by more than 24 mb in a day. After 12 hours, it has developed becoming the
principal system in the eastern Atlantic. On 8 January, the low has further deepened (955 mb at surface), and is
at 21°W, 51°N (Figs. 1c-d).

4.3 The 5 February 1996 case study

On 5 February, a very elongated cold front crosses the Atlantic from Central America to Britain, with a frontal
surface low (995 mb) developing at about 40°W, 48°N. The system is characterized by a slight westward tilt with
height. After 24 hours, the surface minimum (985 mb) is west of Ireland, and 12 hours later is between England

and France. On 7 February, the system has moved to France (minimum of 980 mb) at about 8°E, 47°N (Figs.
le-f).

4.4 The 7 February 1996 case study

On 7 February, an elongated front is positioned over the Atlantic, with a low (1010 mb) located at 45°W, 42°N.
A marked westward vertical tilt characterizes the system. After 24 hours, the system has deepened (975 mb) and
progressed to 25°W, 52°N. On 9 February, the low presshre system (965 mb) is positioned at 12°W, 56°N (Figs.
1g-h). 4.5 The 10 March 1996 case study.

On 10 March, the so-called Icelandic low, with a minimum of 955 mb at 35°W, 60°N, is dominating the North
Atlantic. The system is characterized by a westward tilt with height. A front originates in the low centre and
extends throughout the entire ocean, with kinks in surface pressure in middle Atlantic. After 12 hours, the
elongated front gives rise toa very small trough at 16°W, 52°N, and 24 hours later a warm front is just west of
England and is crossing Scotland. On 12 March (Fig. 1i), a deep trough is evident in the mid-western Atlantic,
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and a secondary low pressure system (1010 mb) suddenly develops at 10°W, 50°N on the pre-existing elongated
front (Fig. 1j).

5. TRAJECTORY FORECAST ERROR AND SENSITIVITY EXPERIMENTS

First the accuracy of the trajectory forecast is investigated. Then, the singular vector sensitivity to the trajectory
and the verification area is analyzed. Finally, the sensitivity of the target area to the trajectory, the verification
area and the number of singular vectors is discussed. '

5.1 Trajectory forecast error

Forecasts of the 850 hPa vorticity ficld have been used to set the verification area X, which defines the local
projection operator T" used in the singular vector computation [see Eqgs. (8-9)]. Thus, it is important to know the
accuracy of 48, 72 and 96 hour forecasts (verifying at the same time) in predicting 850 hPa vorticity maxima.

Considering the region around the British Isles, the poorest agreement between a 72-hour forecast and the analysis
is achieved for the 2 January case study (Figs. 2a-b), with the forecast missing the prediction of the analyzed
vorticity maximum at about (-5°E;50°N). The vorticity maximum south of Comwall is predicted but
underestimated for the 5 February case (Fig. 2e-f), the vorticity maximum is misplaced in the 10 March case (Fig.
2i-j), while there is a rather good agreement between the general features in the forecast and analysis in the other
two cases.

For all cases, a better agreement is shown between a 48-hour forecast and the analysis. For the 2 January case
study, for example, the 48-hour forecast presents a vorticity structure more similar to the analysis, with maxima
around (-5°E;55°N), (-20°E;50°N) and (-20°E;60°N) (not shown). Instead of this, a rather poor agreement
between the 96-hour forecast and the analysis i$ shown in two out of five cases (specifically, for 2 January and
for 5 February, not shown).

5.2 Singular vector sensitivity

A measure of the similarity between the two unstable sub-spaces defined by the first M singular vectors computed
in any two configurations is given by the so-called similarity index (Buizza, 1994a), which gives the average
percentage of total energy of any singular vector in one set explained by the other set of singular vectors. The
similarity index is 100% for two parallel unstable sub-spaces, and it is 0% for orthogonal sub-spaces. As a
reference value, the similarity index between the unstable sub-spaces generated by the first 10 singular vectors
of two consecutive days (i.e. computed with initial conditions differing by 2 days) is about 30% (Buizza, 1994a,
1998).

Table 3a shows that the similarity index between the first 10 0- and 1-type singular vectors is the largest (about
60%). If unstable sub-spaces generated by the first 4 (instead of the first 10) singular vectors are considered, the
average value of the similarity indices is similar and the standard deviation is larger. By contrast, poor similarity
is shown if one consider the leading singular vector only. Considering for example configurations A0 and A1,
the mean and standard deviation of the similarity indices are 5,=43 and s,,=29 if one considers the leading
singular vector only, s,=62 and s_,=16 if one considers the first 4 singular vectors, and s, =59 and s_=8 (Table
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3a) if one considers the first 10 singular vectors. Table 3a also indicate that 0- and 2-type singular vectors are
less similar (similarity index about 36%).

Note that the similarity between 0- and 1-type singular vectors is higher than the similarity between 1- and 2-type
singular vectors. This is because 1-type trajectories are closer to 0-type trajectories (i.e analyses) than 2-type
trajectories. (Considering the 500 hPa geopotential height field for the 5 cases discussed in this work, the average
rms distance 0-1 is 16 m at initial time and 29 m at forecast day 2, the average rms distance 1-2 is 22 m at initial
time and 32 m at forecast day 2, and the average rms distance 0-2 is 29 m at initial time and 41 m at forecast day
2.)

Two important conclusions can be drawn. First, using a forecast instead of the analysis as initial condition for
singular vector computation can change the singular vector structure. This is particularly evident if a 2-day
forecast is used as initial condition instead of the analysis. Second, the more singular vectors are used to define
the unstable sub-space, the smaller the impact of the trajectory on the unstable sub-space definition is.

For a given trajectory type, let us now examine the singular vector sensitivity to the verification area. Table 3b
indicates that the initial time similarity index of unstable sub-spaces génerated by the first 10 singular vectors
computed with different verification areas are rather similar. Note that the comparison of Tables 3a and 3b shows
that, within the limits of our trajectory and area variations, r‘esultsy are more sensitive to the trajectory definition
than to the choice of the verification area. This lower sensitivity to the verification area is an important result,
because it suggests that, if errors in the forecast trajectory are not too large, targeting is feasible.

5.3 Target area sensitivity

First, let us analyze the sensitivity of the location s, where the grid point total energy F, . is maximum [see Egs.
(10-11)].

Concerning the sensitivity to the number of singular vectors, results indicate that the maxima identified by using
the first 4 or 10 singular vectors are very close (not shown). By contrast, these maxima differ from the ones
identified by the leading singular vector only.

Regarding the impact of the trajectory definition, Fig. 3 shows that, for any verification area, 0- and 1-type
maxima are located very close to each other, while 2-type maxima can be far from them. Quantitatively, Fig. 3
shows that maxima computed using 0- and 1-type trajectories differ on average by less than 10 degrees, and that
maxima computed using 0- and 2-type trajectories differ by more than 15 degrees (note that a T63 spectral
resolution corresponds in physical space to a grid interval of 1.8 degrees). As it was the case for the singular
vectors, results indicate a low sensitivity to the verification area. In fact, apart from the 2 January case, maxima
computed with different verification areas but with the same trajectory differ on average by less than 5 degrees.
The complex synoptic situation of the 2 January case, with many interacting vortices (Fig. 2a), is certainly one
of the causes for this (note that there is a unique dominant cyclone inside the verification region in the other cases,
Fig. 2b-e).

Thus, these results indicate that initial conditions defined by forecasts older than 24 hours should not be used,
that more than 4 singular vectors should be used to reduce possible errors due to using a forecast instead of the
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analysis as initial condition, and that there are little differences between maxima identified using 4 or 10 singular
vectors.

Let us now consider not only the maximum value of the total energy function F,° but the whole target areas
computed using AO or Al singular vectors (Fig. 4). Generally speaking, results indicate that each target area is
centred around the maximum of the function F,” with shape dependent on the case study. For three cases (6
January, 5 and 7 February), the AO and A1 target areas are very similar, while some differences appear'for the
other two cases (2 January and 10 March). For the 2 January case, the A1 target area (Fig. 4a) is more localized
than the A0 one (Fig. 4b), and for the 10 March case the A0 target area presents a sub-region at 30°N (Fig. 4i)
which is absent in the Al target (Fig. 4j). Note that, by definition, the target area depend on the choice of the 0.5
value in Eq. (12), and that lower/higher values do restrict/enlarge the target region, since the definition of the
target area depend on the choice of the constant on the right-hand-side of the inequality in Eq. (12). The reader
is referred to section 7 for further discussion on Eq. (12), and more generally on the preciseAdeﬁnition of the target
area. Concerning the sensitivity of the entire target area to the singular vector number, target areas based on 10
and on 4 singular vectors are very similar (not shown).

6. ESTIMATION OF POSSIBLE FORECAST ERROR REDUCTION USING
- PSEUDO-INVERSE INITIAL PERTURBATIONS

Following the results reported in Section 5, only A0 and A1 singular vectors are considered hereafter. - First, for
each case study, the error of the forecast started from the analysis a(z,) ("control" forecast) is projected onto the
leading singular vectors, and the pseudo-inverse initial perturbation ¢ (t, )is computed [see Eq. (18)]. Then,
non-linear integrations started from the ahalysis a(t,) and from the perturbed analysis a(t, )- b€ (t, ) are compared
to estimate the possible forecast error reduction Athat can be achieved by adding extra observations in the target
area.

6.1 Potential reduction of the forecast error total energy norm

Denote by c(t) the control forecast, by a(t) the verifying analysis, by p*(z) the perturbed forecast computed
integrating the non-linear model from the perturbed initial condition a(t, ) ¥ 6€(t, ). Let us remind the reader

that Oe(t) = c(t) - a(t) is the error of the control forecast (Fig. 5a), and that L’ represents the components of the

tangent forward propagator not included in the linear version (see Section 2.1).

If the time evolution of the pseudo-inverse initial pelturbétions can be linearly approximated by L, then p )

and c(t) - 8¢ (t) should coincide, and the norm of the perturbed forecast error can be estimated as

|7 0- at], =[e - 82 - atw), = {pev? |- Jo&

(19)

This is schematically illustrated in Fig. 5b. Table 4a lists the norm of the control error de(#) and of the projected
control error O¢ (¢) , and Table 4b lists the expected error of the perturbed forecasts estimated by applying Eq.

(19) (note that, since singular vectors have been maximized inside the verification area A, all norms in Table 4
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have been computed inside this area). Tables 4a-b indicate that the forecast error structure is slightly better
captured by the AO than by the A1 singular vectors, and that the forecast error reduction almost doubles when
using 4 instead of only the leading singular vector, while it increases only slightly when using 10 instead of 4
singular vectors. Table 4b shows that for pseudo-inverse perturbations constructed using the first 4 singular
vectors, the norm of the perturbed forecast error is estimated to be between 3% to 15% smaller than the norm of
“the control forecast error.

This error reduction can be obtained only if the entire pseudo-inverse initial perturbation is used to perturbed the
analysis. In other words, if we consider the pseudo-inverse perturbation as an estimate of the initial analysis error,
a 15% forecast error reduction could be achieved only if the analysis error component associated with the leading
singular vectors is eliminated in the whole area covered by the leading singular vectors. Since results showed
little sensitivity to the number of singular vectors provided that the leading 4 were included, this estimate could
be considered as an upper bound of the possible forecast error reduction.

Now, Table 4c lists the actual norm of perturbed forecasts, } p (1) -a( t)”E . The comparison between Tables 4b

and 4c shows that, generally speaking, this linear estimate is rather close to the 0-13.5% error reduction in the
perturbed non-linear forecast for the 4 singular vector experiments, but there are also cases for which the error
of the perturbed forecasts is far from the expected value from Eq. (19). Let us try to understand the reasons for
this difference.

The perturbed forecasts p7(z) started from the perturbed initial condition a(¢,)F 8¢( ¢, )can be expresséd in

terms of the control forecast c(z) and of the pseudo-inverse initial perturbation in the following way
—_— I ~ ~ 2
P O)=ct) FL+L)5e,+o(|5¢0|, )=

=c@F[L+@L-L+L) &G +o(foe;). @0

where o( "5@' 0”2 ) denotes the quadratic term, §¢,= 0€( ¢, ), and where higher order terms have been neglected.

‘Since the control forecast, the linear term L de, , and both the positive and the negatlve perturbed forecasts are

known, the magmtude of the other terms can be computed as follows

2
‘ ”0(”60 £

ceead. e

unr g~

o essml,

where " =L - Ev_+‘L'.
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Table 4d lists the norm of the non-linear terms. Compared to the linear terms L o¢, (Table 4a), the quadratic

terms are always smaller apart for the 6 January case with pseudo-inverse perturbations constructed using the
leading singular vector only.

Table 4e lists the norm of the sums of the unresolved linear and the quadratic terms. Table 4e shows that these
sums have the same magnitude of the linear terms L d¢, (Table 4a). This indicates that the differences between

the expected error from Eq. (19) and the actual forecast error reduction is mainly due to the unresolved linear
processes more than to non-linear processes.

Figure 5¢ shows schematically how the sum of the linear term -3¢ (¢) = - L de, and the unresolved linear and

quadratic terms - L™ 8¢ ¢+ 0( ” ” ) can keep the perturbed forecast p(#) closer than expected to the control

forecast ¢(t). This is confirmed by Table 4f which lists the norm of the distance p(z)-c(t). As a consequence, the
error of the perturbed forecast can remain very similar to the control error. This is further confirmed by the fact
that the projection of the error of the perturbed forecasts p *(¢) onto the leading singular vectors is not null, and
it has a magnitude comparable (although smaller) to the control error projection.

These results indicate that the current version of the linear model does not include linear contributions which are
very important. As a consequence, although we found on average an agreement between the linear and the non-
linear estimate of the potential forecast error reduction, results indicate that a precise quantitative estimate of
potential forecast error reduction cannot be achieved with the present system.

Care must be taken in generalizing these results to singular vectors computed with more physical processes, e.g.
to singular vectors computed with moist processes. In fact, the inclusion of moist processes in the tangent
forward and adjoint models could change the structure of the singular vectors substantially. As a consequence,
the relative importance of linear and non-linear processes in the time evolution of singular vectors computed with
moist processes can be different from the current one.

6.2 Synoptic evaluation

For completeness, a synoptic view of the results discussed above is presented hereafter. Figure 6 shows, for each
~ case study, the pseudo-inverse initial perturbations generated using the first four AO singular vectors, in terms
of vorticity and temperature at 850 hPa. The initial perturbations are very localized in space, with small
horizontal and vertical scale, and with rather small initial amplitude. In fact, the contour interval for the pseudo-
inverse vorticity is 100 times smaller than the contour interval used to plot the vorticity analysis in Fig. 2, and
temperature local values are smaller than 1 degree.

Figures 7-8 show for the error of the control and the error of the perturbed forecast started adding the AO initial
perturbations for the two case studies with the larger forecast error reduction and with the higher sensitivity to
the choice of the singular vector expansion basis (Table 4c). For the 5 February case study (Fig. 7), the control
forecast error in the verification area A is largest in the area near the deep surface low (Fig. 1f). Although there
is an error reduction, only small differences between the control and perturbed forecast errors can be detected in
the 850 hPa vorticity field (similar considerations can be drawn by considering the 500 and the 1000 hPa
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W‘“ Targeting observations using singular vectors

geopotential height, or 850 hPa temperature, not shown). For the 10 March case study (Fig. 8), slightly larger
differences between the control and perturbed forecast errors can be seen.

Table 5 lists the root-mean-square error for geopotential height at 500 and 1000 hPa and for temperature at 850
hPa, of the control and perturbed forecasts with initial conditions perturbed with the AQ perturbations inside the
verification area A. Root-mean-square values for the 4 singular vector experiments confirm the result based on
total energy norm that targeting adaptive observations can lead to about 13% error reduction.

7. SENSITIVITY OF FORECAST ERROR REDUCTION TO TARGET AREA

One of the problems of real time targeting is that extra observations can in some cases be taken only in a small
region, and this can lead to only part of the target area X, being scanned. This is equivalent to being able to define
the pseudo-inverse initial perturbation only in a restricted sector.

Let us focus on the results obtained using the first 4 singular vectors for the 10 March. This case has been chosen
because it is characterized by the largest forecast error reduction by means of the A0 pseudo-inverse initial
perturbation (Table 4c). Furthermore, the AQ target area for this case consists of two rather distant target regions
(Fig. 4i), and the vertical structure of the pseudo-inverse initial perturbation (Fig. 9) has a very strong vertical tilt
with maximum values in correspondence of the two target regions, around -45°E in the lower troposphere and
around -70°E around 400 hPa (i.e. around model level 10).

To assess the impact on the forecast error of perturbing the control analysis with only part of the pseudo-inverse
initial perturbation, 14 non-linear integrations have been run, each of them with the analysis perturbed only by
the pseudo-inverse initial perturbation (generated using the first 4 singular vectors) confined inside a specific
square area. Experiments 1-10 are characterized by 20° degree areas, and experiments 11-14 by 40° degree areas.

Figure 10 shows, at the north-west corner of each experiment area, the experiment number, the total energy norm
of the perturbed forecast error started from the analysis perturbed by adding only the pseudo-inverse component
inside the experiment area, and the dimension of the experiment area

Generally speaking, Fig. 10 shows that restricting the pseudo-inverse initial perturbation moderates the forecast
error reduction to values smaller than the one achieved by the perturbed forecast started by adding the entire AQ
pseudo-inverse initial perturbation (166 m’s”). Area 3 (76°W-56°W;33°N-13°N) is the 20° degree area
characterized by the largest forecast error reduction (182 m’s”, compared to the 192 m’s” for the control error, see
Table 4c). Note that this area is not located in correspondence of the peak of the grid point function F. £, but it
is located around the southern of the two maxima in Fig. 4i, in correspondence to the high level maximum of Fig.
9. A slightly larger error reduction characterizes the 40° degree area 13 (106°W-66°W;63°N-23°N), with a

perturbed forecast error norm of 175 m’s”. Note that area 13 includes the entire high level maximum of Fig. 9.

These results indicate that care must be exerted when applying Eq. (12) to define the target area. On the one
hand, the fact that extra observations can be taken only inside a small area suggests to set the constant at the right-
hand-side of the inequality in Eq. (12) to a large value. On the other hand, to avoid the risk of not identifying
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sensitive regions this constant should not be set to too large values. The results reported in this paper suggest that
a value of 0.5 is a reasonable choice.

8. CONCLUSIONS

Singular vectors identify perturbations with maximum growth during a finite time interval. Recent studies
(Buizza et al, 1997; Gelaro et al, 1998) have demonstrated that they can capture fast growing features of forecast
errors, and that pseudo-inverse perturbations constructed using singular vectors can provide an estimate of
analysis errors. | o '

The problem of targeting adaptive observations inside a target region X, to reduce the 48-hour forecast error inside
a verification area X, (Joly et ai, 1994, 1996; Thorpe and Shapiro, 1995; Langland and Rohaly, 1996; Snyder,
1996; Bishop and Toth, 1996, 1998; Lorenz and Emanuel, 1998; Palmer et al, 1998) has been discussed. A
methodology based on singular vectors with maximum total energy norm inside the venﬁcatlon area 2 has been
proposed. The target area 2, has been identified by the grid points where a werghted sum of the total energy of
the leading singular vector exceed 0.5 its maximum value.

First, the sensitivity of the proposed methodology to the choice of the trajectory along which the smgular vectors
are evolved, to the choice of the final time verification area, and to the number of singular vectors used to 1dent1fy
the target area have been studied. Three different types of trajectories have been considered, defined as the
forecasts started either from the analysis (0-type experiments), or from the 24-hour or 48-hour forecasts started
1 or 2 days before the target time (respectively, 1- and 2-type experiments). Since the methodology has been
applied to cyclone developments ending, at verification time, around the British Isles three venﬁcatlon regions
covering this region have been considered (Table 1). Computer power avallablhty has limited the number of
available smgular vectors to 10 at most.

Results have shown that, within the limit of our choices, both singular vectors and the target area are little
sensitive to the choice of the verification area. Considering 0- or 1-type trajectories, A, B and C maxima of the
function used to define the target area have been shown to differ by less than 5 degrees. In contrast, results
indicate a higher sensitivity to the trajectory definition, with maxima computed using 0- and 1-type trajectories
on average differing by less than 10 degrees, but with maxima computed using 0- and 2-type trajectories differing
by more than 15 degrees. This indicates that targeting should not be based on initial conditions defined by
forecasts older than 24.

Results have also indicated that if more than 4 singular vectors are used, than the impact of the trajectory is
reduced, and the target area defined using singular vectors evolving along a trajectory started from the analysis
or started from the 24-hour forecast started 1 day before are very close. Concerning the number of singular
vectors, small differences have been detected between targets defined using either 4 or 10 singular vectors.

Thus, our sensitivity analysis suggests that real time targeting is feasible, despite operational constraints as the
fact that only a forecast state can be used to start a singular vector computation, or that the verification region can
be defined only approximately, or that the number of singular vectors that could be computed is limited.
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The second part of this work focused on the problem of estimating the possible impact of targeted extra
observations on the forecast error. Such an estimate has been computed by comparing non-linear integrations
started from the analysis ("control" forecast) with non-linear integrations started from the analysis perturbed using
so-called pseudo-inverse initial perturbations generated using the leading 4 singular vectors. Diagnostics based
on either total energy norm or root-mean-square distance as a measure of forecast error have suggested that, on
average, about 13% forecast error reduction could be achieved. It has to be stressed that this value has been
estimated in the hypothesis that the analysis error component associated with the leading singular vectors is
eliminated in the whole area covered by the leading singulai vectors themselves. Results again indicated a low
sensitivity to the number of singular vectors beyond including the 4 leading ones, confirming the dominant role
of the leading sihgular vectors documented by Gelaro et al (1998). It should also be stressed that this estimate
of 13% error reduction is based on five especially selected cases of cyclone development in the Atlantic ocean,
and thus can be overly optimistic.

Results have also indicated that this estimate, based on the comparison of non-linear integrations, can be far from
the linear estimate given by the projection of the control forécast error onto the evolved singular vectors. The
main reason for this discrepancy appears to be the fact that the linear and adjoint model versions used in this study
include only a few components of the tangent version of the non-linear model. This supports the need of
including other physical processes (moist processes, radiation, gravity wave drag, convection, see Errico cnd
Ehrendorfer, 1995, Buizza et al, 1996) in the linear and adjoint model versions to decrease the inconsistency

between linear and non-linear integrations.

Fina]ly,b the impact of restricting the initial time pseudo-inverse perturbations to sub—régions of the target area has
been investigated. Results have indicated that such a r’eys'.tricti‘on can limit the error reduction to about 65% of the
full potential value. This result should be taken into account in future studies of real time targeting, which for
practical and technical reason are usually based on extra observations that sample only small regions.
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0

Case study Final time verification area Z,
area A area B area C
96.01.02 - 04 (-20° 0°; 40°-60°)  (-15° 5°; 40°-60°) (-30°: 10°; 30°-70°)
96.01.06 = 08 " " (-25°; -5°; 40°-40°) " n
96.02.05 - 07 - " (-15° 5°; 40°-60°) ; . .
$6.0207~09 - " ' (-20° 0°; 45°-65°) " "
96.03.10 = 12 " " (-20% 0% 50°-70°) " "

Table 1. Final time verification areas for all case studies.

8 March 9 March 10 March 11 March 12 March
0 12 0 12 0 12 0 12 0 12

. X0 |
A2: IC at 12GMT of 83 +—+——F—1—F—F—F—F—F—+—+—+—+—+—+

Al: IC at 12GMT of 9/3 -t

A0: IC at 12GMT of 10/3 e S e

0 +12 +24 +36 +48

Table 2. Schematic of the different type of trajectory used for the singular vector computations with verification time 12GMT
of 12 March.
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a) Trajectory: Ovsi ~Ovs2 ; 1vs2
Sm ssrd sm ssrd Sm Sstd
Area A 59 8 38 8 45 11
Area B 60 7 35 8 43 11
Area C 62 9 ' 37 6 45 11
b)  Verification - AvsB AvsC ( BvsC .
area: ' .
sm ssld Sm Ssld . Sm s:rd
Trajectory O 77 12 75 2 66 9
Trajectory 1 79 11 76 11 71 8
Trajectory 2 81 14 73 8 69 . 10

Table 3. (a): mean and the standard deviation of the similarity indices computed between the first

10 singular vectors evolving along different type of trajectories at initial time, but with the same
A  verification area; (b): as (a) but for singular vectors evolving along the same trajectory but with different

verification area. ‘ o EEENE

0
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a)  Case study ||8e(l‘ )" . _ Hgg(t)“
K F .
Svi1 SV 1-4 SV 1-10
, AO (A1) AO (A1) A0 (A1)
96.01.02-04 146 a3 (36) 59 (56) B1 - (62)
96.01.06-08 126 5 (5) 32 (32) 40 (38)
96.02.05-07 143 16 (5) 59 (47) - 66 (54)
96.02.07-09 170 50 (45) 57 (52) 62 (58)
96,03.10=12 192 89 (70) 101 (93) 110 (103)
b) Casé study ' 2 2.
Ve -z o
sVt L 8Vi-4 . 8V1-10
o A0 - (A1) A0 (A1) AO . (A1)
96.01.02-04 - 142 (141) 133 . (134) 132 (132)
96.01.06-08 125 (125) 122 (122) . 119 - (120)
96.02.05-07 142 (143) 130 (135) 127 (132)
96.02.07=09 162 (164) 160 (162) 158 (160)
96.03.10-12 170 (178) 163 (168) 157 (162)
c) Case study " p(t)-a( t)“;_:
SV SV 1-4 SV 1-10
AO (A1) A0 (A1) AO (A1)
96.01.02-04 145 (146) 141 (121) 141 (142)
96.01.06-08 124 (125) 118 (118) 116 (116)
96.02.05-07 142 (143) 128 (137) 125 (136)
96.02.07=09 161 (162) 157 (160) 156 (161)
96.03.10-~12 176 (192) 166 (183) 157 (179)

~
Table 4. (a): total energy norm (n7°s?) of the control forecast error de(t) and of the projected forecast error 8 (¢) (inside
the verification area A), with projections computed using the leading singular vector only, the first 4 or the first 10 singular

vectors; (b): expected norm of the error of the perturbed forecast, J"Be(t)“i - "53’ (l‘)“~ , estimated linearly using Eq. (19);
13

(¢): norm of the perturbed forecast error “p‘ (t)- a(t')"E ,
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~
d) Case study _ v "0“860 2 "E
sV1 SVi-4 . 8svVi-10
A0 (A1) A0 (A1)~ A0 (A1)
96.01.02-04 7 ®) 10 (8) 9 (8)
96.01.06=08 10 NC) 10 @ 9 @)
96.02.05-07 -5 (5) 6 @ 8 7)
96.02.07-09 _ 6 (8) 6 7w 6 (6)
96.03.10=12 7 (6) 9 (@) 11 (10)
e) Case study L””’SE; R 0(”83”2 )
E e
sVl 8V 1-4 . svVi-10
A0 (A1) A0 (A1) . A0 (A1)
96.01.02-04 30 (34 59 (54) 60 (60)
96.01.06-08 13 (11) 31 - (31) 40 @37)
96.02.05-07 14 @) 59 (46) 65 (50)
96.02.07-09 - 50 (37) B8 . (45) C 62 (50)
96.03.10-12 88 (91) 91 (91) 95 (96)
f) Case study " p (t)—C(t)"E -
' SV1 svVi4 7 svi-0
. A0 (A1) A0 (A1) A0 (A1)
96.01.02-04 15 = (14) 26 (20) 26 (19)
96.01.06—08 11 (12) 20 (14) 20 (17)
(.96.02.05-07 S8 (e) 27 (29) 35 (26)
96.02.07=09 - - 24 ©(16) 27 (199 28 (20)
96.0310=12 : . © 0 - (24 - 4 (34 58 (41)

Table 4 contd (d): norm of the non-linear term, "0("83:'"25"5 ; (e): norm of the sum of the unresolved linear and non-linear

terms (L 0€, +o(||52 ||i_] , (): norm of the difference between the perturbed and control forecasts, "p' (t)- C(t)"s .
E
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a) Case study Rmse control Rmse control-pseudo
Svi SVi-4 SV 1-10
96.01.02-04 287 26.9 26.4 26.7
96.01.06=-08 19.6 19.9 19.8 19.5
96.02.05=07 32.6 322 30.1 30.1
96.02.07-09 26.2 23.0 22.7 22.6
96.03.10=12 57.2 53.2 52.6 49.9
b) Case study Rmse control Rmse control-pseudo
Sv1 Svi4 SV 1-10
96.01.02-04 37.3 36.1 34.8 34.5
96.01.06=08 21.4 224 22.6 23.0
96.02.05-07 33.9 33.8 31.3 30.4
196.02.07-09 51.1 436 44.3 435
96.03.10=12 63.9 62.4 59.8 56.6
c) Case study Rmse control Rmse control-pseudo
s SV1-4 SV.1-10
96.01.02-04 1.5 1.4 1.3 1.3
96.01.06-08 1.4 1.4 1.4 1.4
96.02.05-07 - - 1.8 1.8 1.7 1.7
96.02.07=09 1.9 1.7 1.7 1.7
96.03.10=12 1.7 1.6 1.5 1.4

Table 5. Root-mean-square error (inside the verification area A) of the control and the perturbed
forecast started from iiitial conditions generated using A0 singular vectors, for (a) 500 hPa
geopotential height (m), (b) 1000 hPa geopotential height (m) and (c) 850 hPa temperature (degrees).
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g
b (2
Fig1. (a) 500 hPa geopotential height and (b) mean sea level pressure at 12GMT of 4 January 1996; (c-d): as (a-b) but of
8 January; (e-f): as (a-b) but of 7 February; (g-h): as (a-b) but of 9 February; (i-j): as (a-b) but of 12 March. Contour

interval 8 dam for geopotential and 4 mb for mean sea level pressure.

Technical Memorandum No. 286 | 25



[ 30~ Targeting observations using singular vectors

500 hPa Z 12/3/96 12h
i)

Fig1 continued
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FC .- 850 hPa VO 1/1/96 12h fc t+72

a)

Fig2 850 hPa vorticity (a) analysis at 12GMT of 4 January 1996 and (b) 72-hour forecast verifying at 12GMT of 4
January 1996; (c-d): as (a-b) but of 8 January; (e-f): as (a-b) but of 7 February; (g-h): as (a-b) but of 9 February; (i-
j): as (a-b) but of 12 March. Contour interval 3x10° s
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FC - 850 hPa VO 6/2/96 12h fc t+72
2y T

AN - 850 hPa VO 9/2/96 12h
g) < 44

(
~

Fig. 2 continued
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Fig 3.

ao'w 70°W 60°W 50°W 40w

a) ~

~

50°N

7.

W
i

c

~—— ¢t B#nl
d @"‘é *

40°N

8O°W 70

"W 60°W 50°W 40°W
b < I
= )
aninE |
s
- ﬂ 50°N

5N | - SR ==
L ,%ij a/_;%

"6,/1 B2

Y]
“\,] P - A2
c//;: g’é
GO [ : - 20N
> CABI
: ‘({V COBO
5

80°W 70°

W 60°W 50°W 40°W
c) g
1 <
e )
i

SN : P A B SO°N
: £ co % B0

40N v I 4°N

8o'wW 70w 60°W 50°'W 40°'W

(a) Location of the maximum value of the total energy function F,F (see text for more details) computed using the
first 4 singular vectors, for all configurations, at 12GMT of 2 January 1996; (b): as (a) but of 6 January; (c): as (a)
but of 5 February; (d): as (a) but of 7 February; (e): as (a) but of 10 March (note that point A2, A=77°W ¢=27’, is

outside the panel). In each panel, A, B, and C identify the verification area, and 0, 1 and 2 identify the type of
trajectory used during the singular vector computation (see text).
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Fig. 3 continued
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Fig. 4 continued
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Fig 5.

Schematic of the contribution of the linear and non-linear terms to the time evolution of pseudo-inverse initial
perturbations. (a) the forecast error Oe(t) (vector AC) is defined as the difference between the control forecast ¢(t)

(vector OC) and the analysis a(t) (vector OA). (b): the projected forecast error o E(t) (vector EC) is the projection
of the forecast error de(f) on the leading 4 singular vectors: in the linear approximation, following Eq. (19) the

perturbed forecast p'(t) would be defined by vector OE. (c): due to the contribution of the unresolved linear and

s~ ~ 2
non-linear terms — L0 €, +0o(|0&,[|.) (vector EP), the perturbed forecast p(t) is defined by vector OP.
E

34
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Fig6. 850 hPa (a) vorticity and (b) temperature components of the pseudo-inverse initial perturbation generated using the
first 4 A0 singular vectors for 2 January. (c-d): as (a-b) but for 8 January; (e-f): as (a-b) but for 7 February; (g-h): as
(a-b) but for 9 February; (i): as (a-b) but for 12 March. Contour interval 0.03x7 0° s for vorticity, and 0.05° degree

for temperature.
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ERR CON - 850 hPa VO 5/2/96 12h fc t+48

ERR PF4 - 850 hPa VO 5/2/96 12h fc ++48

b)

L
>

Fig7. 850 hPa vorticity error of (a) the 48-hour control forecast and (b) the 48-hour perturbed forecast generated by
adding the pseudo-inverse initial perturbations generated using the first 4 A0 singular vectors, for the 5 February

case study. Contour interval 3x10°% s

ERR CON - 850 hPa VO 10/3/96 12h fc t+48

B
)

Fig8. AsFig. 7 but for 10 March.

ERR PF4 - 850 hPa VO 10/3/26 12h fc t+48
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Pseudo-inverse SV 1:4 - T - 10/Mar/96
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Fig9. Vertical cross-section of the temperature component of the pseudo-inverse initial perturbation constructed using the
first 4 singular vectors, from 100°W/25°N to 20°W/50°N. Contour interval 0.05° degree.
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Fig 10. 10 March case study. For the 14 sensitivity experiments (see text), the experiment number, the total energy norm
of the perturbed forecast error and the dimension of the area (where the pseudo-inverse component has been
used) are reported at the north-west corner of the area itself.
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